**COMP 5790/ 6790/ 6796 Special Topics: Information Retrieval**

**Instructor: Shubhra (“Santu”) Karmaker**

**Assignment #3: Text Representation + Vector Space Retrieval Model.**

**[100 points]**

**Notice:** This assignment is due **Friday, February 10, 2021 at 11:59pm**.

Please submit your solutions via Canvas ([https://auburn.instructure.com/)](https://auburn.instructure.com/). You should submit your assignment as a **typeset PDF**. Please do not include scanned or photographed equations as they are difficult for us to grade.
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This assignment tests your understanding about N-Gram Language Models. In particular, you will work on specific problems related to the estimation of N-Gram Language Model parameters, the issues involved in the estimation process and ways to overcome those issues. You will also work on problems related to Vector Space Model and implement TF-IDF heuristics from scratch.

# 1. N-Gram Language Model [15 pts]

1. **[5 pts]** What is the central assumption regarding word dependencies that is made in N-Gram Language Models?
   1. The probability of each word is dependent on the N previous words in the document.
2. **[5 pts]** Do you think the assumption made in N-Gram Language Models is reasonable? Why?
   1. No. Other words in the document (not just the prior N) affect the likelihood of a word appearing.
3. **[5 pts]** What is the primary benefit of applying the assumption made in N-Gram Language Models?
   1. Relatively easy computation.

# 2. Unigram Language Model [15 pts]

Unigram Language Model is a special class of N-Gram Language Model where the next word in the document is assumed to be independent of the previous words generated by the model. Mathematically, this is written as, *P*(*wm*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAwCAYAAADdLWDGAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAABISURBVDhPY8AHGEGEioqK1t+/f8PBIlDAxMR0HCyprKzs8f///+1gUSgA8puYoGysYFQSCEYlgWBUEghGJYFgGEniKTWZjgMAn8YRoiImnCIAAAAASUVORK5CYII=)*wm*−1, ...,*w*1) = *P*(*wm*).

1. **[10 pts]** We can estimate the parameters of a Unigram Language Model through Maximum Likelihood

Estimation. Given a particular document *d* and the vocabulary set *V*, the maximum likelihood estimator for a Unigram Language Model is given by the following formula:
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Now, let us assume that, we have seen the following document d: **“the sun rises in the east and sets in the west”**. Assuming that this document was generated by a Unigram Language Model and words in the document *d* constitute the entire vocabulary, how many parameters are necessary to specify the Unigram Language Model? Estimate the values of all these parameters using the maximum likelihood estimator.

{the, sun, rises, in, east, and, sets, west}

Attributes: 8

* the – 3/11
* sun – 1/11
* rises – 1/11
* in – 2/11
* east – 1/11
* and – 1/11
* sets – 1/11
* west – 1/11

1. **[5 pts]** Now assume that, the entire vocabulary *V* consists of the set:

{*a*, *the*, *from*, *retrieval*, *sun*, *rises*, *in*, *BM*25, *east*, *sets*, *and*, *west*}

If we consider the same document *d*: **“the sun rises in the east and sets in the west”** and assume again that this document was generated by a Unigram Language Model, how many parameters are necessary to specify the Unigram Language Model in this case? Estimate the values of all these parameters using the maximum likelihood estimator.

Parameters: 12

* a – 0
* the – 3/11
* from – 0
* retrieval - 0
* sun – 1/11
* rises – 1/11
* in – 2/11
* BM25 - 0
* east – 1/11
* and – 1/11
* sets – 1/11
* west – 1/11

# 3. Bigram Language Model [15 pts]

Bigram Language Model is another special class of N-Gram Language Model where the next word in the document depends only on the immediate preceding word. Mathematically, this is written as the conditional probability, *P*(*wm*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAwCAYAAADdLWDGAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAABOSURBVDhPY8AHGEGEsrKy1b9//1rAIlDw////5UxQNh8jI6MjGpaBSWIFo5JAMCoJBKOSQDAqCQTDSBJcasrLy0uwsLAYgEWggJGR8REARGkK9QNlxZkAAAAASUVORK5CYII=)*wm*−1,...,*w*1)=*P*(*wm*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAABBSURBVDhPY8AFGEGEoqLiPjAPAS6CJZSUlP6DuVDw/////UxQNgYYlcAAoxIYYFQCA4xcCXAho6ys7AHmwQHDJwBlVwkSZFhIzwAAAABJRU5ErkJggg==)*wm*−1).

1. **[8 pts]** Given the same document *d* from question 2(a) and same vocabulary set *V* from question 2(b) and assuming the document *d* is now generated by a Bigram Language Model, how many parameters are necessary to specify the Model? Using the maximum likelihood estimator, estimate the values of the following parameters (assume # to be the start of the sentence marker):

Parameters: 144 (|V|^2)

* + 1. *P*(*sun*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAA8SURBVDhPY8AFGEGEoqJiI5gHBf///38CllBSUvoPFoECoMR+JigbA4xKYIBRCQwwKoEBRq4EjtLn/xMAJzEPB+w3z2YAAAAASUVORK5CYII=)*the*) = 1/144
    2. *P*(*the*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAABBSURBVDhPY8AFGEGEoqLiPjAPAS6CJZSUlP6DuVDw/////UxQNgYYlcAAoxIYYFQCA4xcCXAho6ys7AHmwQHDJwBlVwkSZFhIzwAAAABJRU5ErkJggg==)*in*) = 2 / 144 = 1 / 72
    3. *P*(*from*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAA8SURBVDhPY8AFGEGEoqJiI5gHBf///38CllBSUvoPFoECoMR+JigbA4xKYIBRCQwwKoEBRq4EjtLn/xMAJzEPB+w3z2YAAAAASUVORK5CYII=)*the*) = 0
    4. *P*(*BM*25![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAA8SURBVDhPY8AFGEGEoqJiI5gHBf///38CllBSUvoPFoECoMR+JigbA4xKYIBRCQwwKoEBRq4EjtLn/xMAJzEPB+w3z2YAAAAASUVORK5CYII=)*retrieval*) = 0
    5. *P*(*east*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAA8SURBVDhPY8AFGEGEoqJiI5gHBf///38CllBSUvoPFoECoMR+JigbA4xKYIBRCQwwKoEBRq4EjtLn/xMAJzEPB+w3z2YAAAAASUVORK5CYII=)*west*) = 0
    6. *P*(*east*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAA8SURBVDhPY8AFGEGEoqJiI5gHBf///38CllBSUvoPFoECoMR+JigbA4xKYIBRCQwwKoEBRq4EjtLn/xMAJzEPB+w3z2YAAAAASUVORK5CYII=)*rises*) = 0
    7. *P*(*sets*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAABBSURBVDhPY8AFGEGEsrKyB5iHAJ/AEkpKSv/BXCj4////fiYoGwOMSmCAUQkMMCqBAUauBLiQUVRU3AfmwQHDRQACZgkSv11Q4QAAAABJRU5ErkJggg==)#) = 0
    8. *P*(*the*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAwCAYAAAAy7wv4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAA8SURBVDhPY8AFGEGEoqJiI5gHBf///38CllBSUvoPFoECoMR+JigbA4xKYIBRCQwwKoEBRq4EjtLn/xMAJzEPB+w3z2YAAAAASUVORK5CYII=)#) = 0

1. **[7 pts]** Please provide answers to the following questions:
   1. Do you see any general problem associated with the estimation of the parameters of the Bigram Language Model from problem 3(a)?
      1. The Bigram Language is not a great predictor, as it only considers the word directly preceding the parameter.
      2. The first word is ignored.
   2. Do you see the same problem in the estimation process for question 2(b)?
      1. Yes, it has the same issue with short-sightedness.
      2. No, it does not ignore the first word.
   3. For which model, the problem is more severe? Can you derive some general conclusion based on this comparison?
   4. What can we do to solve this general problem?

# 3. Vector Space Model [25 pts]

1. **[5 pts]** Here’s a query and document vector. What is the score for the given document using dot product similarity? d = {1, 0, 0, 0, 1, 4} q = {2, 1, 0, 1, 1, 1}

2 + 0 + 0 + 0 + 1 + 4 = 7

1. **[10 pts]** Let d be a document in a corpus. Suppose we add another copy of d to collection. How does this affect the IDF of all words in the corpus?

For all the words present in the document, the IDF will go down. For all other words in the corpus, the IDF will go up.

1. **[5 pts]** Consider Euclidean distance as our similarity measure for text documents:

![](data:image/jpeg;base64,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)

What does this measure capture compared to the cosine measure discussed in this chapter? Would you prefer one over the other? Why?

Euclidean distance provides a measure of magnitude for the distance between documents, while other measures (like cosine similarity) do not. If you care about the magnitude of difference between documents, you should opt for Euclidean distance. If you do not care about the magnitude of difference, then you may want to opt for cosine similarity.

1. **[5 pts]** In Okapi BM25, how can we remove document length normalization by setting a parameter? What value should it have?

You can set δ. By default it should be 1.

# 4. TF-IDF Heuristic [30 pts]

In this assignment you will implement the TF-IDF formula and use it to study the topics in State of the Union speeches given every year by the U.S. president.

1. Download the source data file [state-of-the-union.csv.](http://jonathanstray.com/papers/state-of-the-union.csv) This is a standard CSV file with one speech per row. There are two columns: the year of the speech, and the text of the speech. You will write a Python program that reads this file and turns it into TF-IDF document vectors, then prints out some information. Here is [how to read a CSV in Python.](http://docs.python.org/2/library/csv.html)
2. Tokenize the text corresponding to each speech, to turn it into a list of words. Using the following simple tokenization scheme:
   * convert all characters to lowercase
   * remove all punctuation characters
   * split the string on spaces
3. Compute a TF (term frequency) vector for each document. This is simply how many times each word appears in that document. You should end up with a Python dictionary from terms (strings) to term counts (numbers) for each document.
4. Count how many documents each word appears in. This can be done after computing the TF vector for each document, by incrementing the document count of each word that appears in the TF vector. After reading all documents you should now have a dictionary from each term to the number of documents that term appears in.
5. Turn the final document counts into IDF (inverse document frequency) weights by applying the formula

IDF(term) = log(total number of documents / number of documents that term appears in.)

1. Now multiply the TF vectors for each document by the IDF weights for each term, to produce TF-IDF vectors for each document.
2. Then normalize each vector, so the sum of weights is 1. You can do this by dividing each component of the document vector by the sum of all components of the vector.
3. Congratulations! You have a set of TF-IDF vectors for this corpus. Now it’s time to see what they say. Randomly select a speech from the corpus, and print out the highest weighted 20 terms, along with their weights. What do you think this particular speech is about? Write your answer in at most 200 words.

Words & weights: [('chickamaugas', 0.01035201933334663), ('lieu', 0.00545353508021266), ('symptoms', 0.00545353508021266), ('impediments', 0.005312005293836696), ('coins', 0.005180244214977893), ('particularized', 0.005176009666673315), ('extraordinaries', 0.005176009666673315), ('amsterdam', 0.005176009666673315), ('florinsone', 0.005176009666673315), ('correspondency', 0.005176009666673315), ('dimes', 0.005176009666673315), ('infractors', 0.005176009666673315), ('trusty', 0.005176009666673315), ('immature', 0.005176009666673315), ('holston', 0.005176009666673315), ('despaired', 0.005176009666673315), ('attainable', 0.00483205048851542), ('conciliating', 0.004514130994644209), ('cementing', 0.004514130994644209), ('felicitating', 0.004514130994644209)]

Because of the presence of the word “chickamaugas”, I suspect that this speech is about the aftermath of the Civil War. Also, given the morose words (“despaired”, “impediments”), I suspect that this speech has a somber, remorseful tone.

1. Your task now is to see if you can understand how the topics changed since 1900. For each decade since 1900, do the following:
   * sum all of the TF-IDF vectors for all speeches in that decade

o print out the top 20 terms in the summed vector, and their weights

Now take a look at the terms for each decade. What patterns do you see? Can you connect the terms to major historical events? (wars, the great depression, assassinations, the civil rights movement, Watergate…) Write up what you see in narrative form, no more than 500 words, referring to the terms for each decade.

In the decade of the 1900s, the Panama Canal was built. This is evident in the presence of the words “canal” and “panama” in the collection. In addition, the words “island”, “philippines”, “philippine” are present. This is due to the Philippine-American war, which took place from 1898-1901.

In the decade of the 1910s, the words “railways”, “interstate”, and “railroads” reference the expansion of the railroad systems across the United States. The word “industrial” references the ongoing industrial revolution. Along with the industrial revolution, during the 1910s the eight-hour workday was instituted, evident by the word “eighthour”. The word “german” reflects America’s presence in WWI.

In the decade of the 1920s, the US is recovering from WW1, which is evident by the words “veterans”, “reclamation”, and “democracy”. This decade is known as the “roaring 20s”, due to the booming economy. The strong industries are evident in the words “agricultural”, “cooperative”, and “marketing”.

In the decade of the 1930s, the US was undergoing the Great Depression, which is evident by the words “economic”, “unemployment”, “depression”, “banks”, “unemployed”, and “problems”. The economic policies called the “New Deal” are evident by the words “relief” and “policy”.

In the decade of the 1940s, the US mobilized for WWII. This preparation is evident by the words “economic” and “production”. The US’s participation in WWII is evident by the words “hitler”, “fighting”, “japanese”, “veterans”, and “planes”.

In the decade of the 1950s, the US fought in the Korean War and had begun fighting in the Vietnam War, which is evident by the words “korea”, “weapons”, “objectives”, and “help”. This was also the beginning of the Red Scare, which is evident in the words “atomic” and “communist”.

In the decade of the 1960s, the US fought in Vietnam, which is evident by the words “vietnam”. This is also the start of the Cold War, evident by the words “nuclear”, “communist”, and “soviet”.

In the decade of the 1970s, there was economic growth, evident by the words “inflation”, “jobs”, “oil”, “program”, and “energy”.

In the decade of the 1980s, the Cold War was still ongoing, evident by the words “soviet” and “nuclear”.

In the decade of the 1990s, there was a crime wave which involved a series of child abductions. This caused a nation-wide frenzy about protecting children, which is evident in the words “child”, “kids”, “children”, and “college”.

In the decade of the 2000s, the US declare the war on terror and entered the war in Iraq, evident by the words “terrorist”, “iraq”, “iraqi”, “terrorists”, “homeland”, “sadam”, and “hussein”.

In the decade of the 2010s, the US had a boom in technological innovation, evident by the words “businesses” and “innovation”.

10. To finish the assignment, upload your code to canvas.